## 基于支持向量机的卷积神经网络优化

**摘要：**为提高图像识别的准确率，本文在卷积神经网络的基础上，提出了一种新的具有逻辑层的池化方式。不同与以往的常规池化方式，本文采用反向传播算法，引入偏移量这一概念使损失函数减小，将经过卷积层的训练集的最优特征提取出来；并利用支持向量机模型作为逻辑层，将改进池化层中输出最优特征与输入特征的隐式依赖关系学习下来，用于新的输入特征的选择。采用软间隔、核函数等技术优化逻辑层结构，防止训练过拟合得到较优的逻辑层模型。在地貌识别数据集上的研究结果表明，该模型的准确率和泛化能力都优于传统卷积神经网络，取得了较好的图像识别效果。
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**1 引言**

图像处理与识别技术的应用范围越来越广泛，在医学图像处理MRI应用、彩超图像处理、制造业元器件检测及瑕疵检测、指纹识别、车牌识别、人脸识别等领域都发挥着作用，并且随着社会的进步与发展，对事物类别分类的需求与精度在不断增长和提高，人们需要进行处理和识别的对象也变得更多，因此图像处理与识别技术是非常重要的一环[[[1]](#endnote-0)]。计算机图像识别处理技术指的是将图像转化为一个数字矩阵的形式，并存储在计算机中，同时利用相应的算法对数字矩阵进行分析。因此从图像处理的过程中，最重要的是计算机算法的实现[[[2]](#endnote-1)]。当前，图像识别结合人工智能的常用算法包括遗传算法[[[3]](#endnote-2)]、粒子群优化算法[[[4]](#endnote-3)]、PCA算法[[[5]](#endnote-4)]、HOG算法[[[6]](#endnote-5)]等，以及先进的数学工具，如小波分析[[[7]](#endnote-6)]、模糊数学[[[8]](#endnote-7)]等。目前卷积神经网络(CNN)是一种准确率较高，对图像特征提取较有效的一种图像识别算法[[[9]](#endnote-8)]。

CNN首次被提出用来解决图像识别问题是在LECUN Y提出的卷积神经网络LeNet-5[[[10]](#endnote-9)],用于手写数字识别，并取得了较好的成绩。2012年，在大型图像数据库 Image Net图像分类竞赛中，Krizhevsky等人基于CNN提出的Alex Net[[[11]](#endnote-10)]识别方法以准确度超越第二名11%的巨大优势夺得冠军，使CNN倍受关注，并广泛应用于图像处理及识别领域之中。Alex Net之后，不断有新的CNN 模型被提出，比如牛津大学的 VGG（Visual Geometry Group)[[[12]](#endnote-11)]、Google的Goog Le Net[[[13]](#endnote-12)]、微软的Res Net[[[14]](#endnote-13)]等，并都取得了较好的识别效果。本文使用了Google的开源语义分割模型DeepLab-V3+，该模型综合了DeepLab、PSPNet和ENcoder-Decoder，目前得到的效果最好[[[15]](#endnote-14)]。

CNN中存在一个池化步骤，将几个相邻的特征整合输出为一个特征值,目的是保留与任务相关的信息，同时除去不相关的细节。池化用于实现图像变换的不变性，更紧凑的表示以及对噪声和杂波更好的鲁棒性。DeepLab-V3+采用的池化层是最大值池化层，目前大部分CNN模型使用的池化层是最大值池化和平均值池化，池化的细节可以极大的影响模型的性能，而目前池化层的选择也只依赖于经验和最后的识别效果，没有很好的理论基础[[[16]](#endnote-15)]。本文在前人工作的基础上，类比可变形卷积网络[[[17]](#endnote-16)]引入了偏移量这一概念，通过BP算法[[[18]](#endnote-17)]得到一种较优的池化层输出，并利用支持向量机模型[[[19]](#endnote-18)]作为逻辑层将这种关系学习到模型之中，应用在对新输入图片的分类。通过实验证明这种改进的CNN模型应用于图像识别在精度上有一定提升，对基于CNN的图像识别技术和CNN中的池化层改进具有借鉴意义。
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